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Abstract 

Background Degenerative lumbar spinal stenosis (DLSS) is the most common spine disease in the elderly popula-
tion. It is usually associated with lumbar spine joints/or ligaments degeneration. Machine learning technique is an 
exclusive method for handling big data analysis; however, the development of this method for spine pathology is 
rare. This study aims to detect the essential variables that predict the development of symptomatic DLSS using the 
random forest of machine learning (ML) algorithms technique.

Methods A retrospective study with two groups of individuals. The first included 165 with symptomatic DLSS (sex 
ratio 80 M/85F), and the second included 180 individuals from the general population (sex ratio: 90 M/90F) without 
lumbar spinal stenosis symptoms. Lumbar spine measurements such as vertebral or spinal canal diameters from L1 to 
S1 were conducted on computerized tomography (CT) images. Demographic and health data of all the participants 
(e.g., body mass index and diabetes mellitus) were also recorded.

Results The decision tree model of ML demonstrate that the anteroposterior diameter of the bony canal at L5 
(males) and L4 (females) levels have the greatest stimulus for symptomatic DLSS (scores of 1 and 0.938). In addition, 
combination of these variables with other lumbar spine features is mandatory for developing the DLSS.

Conclusions Our results indicate that combination of lumbar spine characteristics such as bony canal and vertebral 
body dimensions rather than the presence of a sole variable is highly associated with symptomatic DLSS onset.
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Introduction
Degenerative lumbar spinal stenosis (DLSS) is the most 
common spine disease in the elderly population [1]. 
Moreover, this pathology is most closely correlated with 
lumbar spine surgery performed on this population [2]. 
It is well accepted that the radiological manifestations 
of DLSS are degeneration of the three-joint complex, 
ligamentum flavum thickening and osteophytes forma-
tion [3, 4], which ultimately decrease the space available 
for the neurovascular elements. However, the essential 
definition of DLSS combines the radiological picture 
with the presence of clinical criteria following the Spine 
Patient Outcomes Research Trial (SPORT) [5]. It is note-
worthy that up to 30% of older individuals (≥ 55 years) 
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have at least moderate radiological stenosis without 
symptoms [6].

Many studies have previously reported that there are 
anthropometric elements as well as morphological spine 
characterizations that significantly associate with symp-
tomatic DLSS. For example, greater BMI, vertebral body 
size and lesser anterior posterior bony canal diameters 
increase the risk for DLSS development [7, 8]. On the 
other hand, the precise pathogenesis of this phenomenon 
is still inconsistent and unclear. As a poor correlation 
between the clinical picture and the radiological signs has 
been observed, there is a vital need to identity those indi-
viduals who will later suffer from symptomatic DLSS.

Machine learning (ML) is defined as a series of compu-
tational tools that are capable of determining the associa-
tion between material data and do not required a specific 
setup [9]. In general, ML is applied in fields requiring pre-
dictions or decisions to be made according to the training 
data. ML has three major subgroups: supervised learning, 
unsupervised learning and reinforcement learning [10, 
11]. Supervised ML is the subgroup in which a learner 
describes the input–output relationship based on labeled 
input variables with a grounded truth [12]. It is also a 
model used to analyze the training data to synthesize the 
pattern between independent and dependent variables 
[13], then the testing dataset can to be predicted. One of 
the three common ML models is the decision tree (DT) 
learning whose classification and regression implements a 
grouping or a regression task, which is more visible and 
easier to understand than other modalities [13]. The tree 
comprises internal nodes (conditions), branches (deci-
sions) and leaves (end) that are not computationally inten-
sive and therefore suitable for big data [14, 15].

To the best of our knowledge, no previous study has 
dealt with big data and has examined all the variables 
that together could predict DLSS development in order 
to highlight the most associated one. In addition, using a 
specific and exclusive method such as ML is rare in this 
field. In general, there is a belief that ML may provide 
new insights into biomedical analyses and diseases [16].

In recent years, the potential role of ML in driving per-
sonalized medicine has become highly recognized, espe-
cially in the realm of spine care [17–20]. Moreover, ML 
models are common in rheumatology, where numerous 
classification algorithms have been developed [21–24].

Compared with conventional associated factors 
obtained by the logistic regression analysis, ML has 
numerous advantages [18]. Firstly, fewer restrictions 
exist on the number of variables or predictors used in the 
final model with ML, thus making large modern datasets 
more amenable to ML approach [25]. Secondly, it can 
capture non-linear relationships between the predictor 
variables and the outcome variable, which it can exhibit 

complex interactions and relationships that may not be 
captured by traditional statistical models such as logistic 
regression. Thirdly, ML is less sensitive to outliers than 
logistic regression, because it uses a combination of mul-
tiple decision trees, so the effect of outliers is dampened. 
Finally, the ability of this method to handle missing and 
big data, contrary to traditional statistical analysis, will 
considerably improve diagnostic accuracy and prognosis 
[26].

The aim of this study is to reveal the outstanding pre-
dictive variables for the development of symptomatic 
DLSS using the ML algorithm technique.

Materials and methods
Study design and participants
This is a retrospective study that includes two groups: 
individuals with DLSS (n = 165) and control (n = 180). 
The study groups were enrolled between 2008 and 2012 
and included demographic (e.g., age and occupation) and 
health data (hypertension, diabetes mellitus) regarding 
the participants [7]. Details about the inclusion and exclu-
sion criteria for the study groups could be obtained from 
the research of Abbas and colleagues [8] as it is the same 
sample of participants. One of the coauthor (KH) who 
is a spine surgeon has recruited the participants of the 
DLSS group following the SPORT recommendations [5]. 
The predominant symptom of individuals with DLSS was 
neurogenic claudication that usually improves in sitting 
or lumbar flexion and worsens with standing and lumbar 
extension. All participants underwent computer tomog-
raphy (CT) (Brilliance 64, Philips Medical System, Cleve-
land, OH, thickness of the sections were 1–3  mm and 
MAS, 80–250) in the supine position with extended knees.

All the CT measurements were taken from L1 to S1 
levels and included the vertebral body diameters (width, 
length and height), bony canal dimensions such as ante-
rior- posterior (AP), medio-lateral, and cross-section area 
(CSA) [8]. We also addressed the facets orientation and 
tropism [27], pedicle width and height [28], spinous pro-
cess orientation [29], laminar inclination and inter-laminar 
angle [8]. Spine pathology such as vacuum phenomenon, 
intervertebral disc height, and the presence of Schmorl’s 
nodes [30, 31] were also recorded. Dimensions of the 
para-vertebral muscles (psoas, multifidus and erector spi-
nae) density and CSA [32] as well as the spino-transvers 
area were evaluated in the axial plane at the middle part 
of L3 vertebra. The presence of lumbosacral transitional 
vertebra, sacral slope and lumbar lordosis angles were 
also recorded [33]. It should be noted, that cases with LF 
hypertrophy, facet joints arthrosis, degenerative spon-
dylolisthesis and intervertebral disc bulging, which are the 
main radiological manifestations of DLSS, were enrolled in 
our study, however, these variables, were not considered 
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in the machine learning analysis. All the participants gave 
informed consent to participate in this study. The Depart-
mental Research Ethics Committee, of the Carmel Medical 
Center (0083–07-CMC), approved this study.

Statistical analyses
We used SPSS version 20, in order to check the normal 
distribution for all the metric parameters. Descriptive 
statistics (frequencies and number) were also used to 
present the distribution of age, BMI and CSAs of dural 
sac of the participants in the study groups.

Supervised machine learning analysis
We have applied the supervised machine learning 
approach considering the random forest (RF) for the 
classification task [34] in view of the default parameters 
(Split criteria: Information Gain Ratio and number of 
trees 100). The RF also provides a score that expresses the 
significance of each variable or feature. Significant vari-
ables are essential for developing the final model, whereas 
those with a low score could be removed from the final 
model. For simple visualization, we have used the deci-
sion tree (DT) model with the default parameters (Qual-
ity measure is Gini index, Pruning method is Minimum 

Descriptive Length). DT can be expressed as a set of 
"if–then-else" decision rules. The DT is a tree consisting 
of root nodes and leaf nodes. A decision node has two 
or more branches. A leaf node represents a classification 
or decision [35] ("pos" or "neg" label) (Figs. 1 and 2). The 
peak of the DT corresponds to the best predictor variable 
called the root node. For using the DT as a classifier, one 
has to start from the root node, moving to the next node 
(branches) based on the decision rules. This process is 
repeated until reaching the leaf node (ends) that explains 
the prediction outcome ("pos" = DLSS or "neg" = Control) 
(Figs.  1  and  2). The RF classifier was trained and tested 
with a split into 90% training and 10% testing data. The 
features of the RF model were recorded over all the 100 
iterations. The average scores were calculated to assign 
a final score to each feature. The higher score outcomes 
indicate a significant impact of the feature to the model.

We evaluated the performance of RF classifier by the fol-
lowing measures: (1) sensitivity (SE) which represent the 
true positive (TP) rate, (2) specificity (SP) which represents 
the true negative (TN) rate (complement of sensitivity), and 
(3) precision (PR) which represents the ability to correctly 
predict the positive target condition to the total [28]. In 
addition, we assessed the accuracy (ACC) which represents 

Fig. 1 The decision tree (DT) of random forest obtained by the given variables in males. "AP- antero-posterior bony canal, Mdensity mult- mean 
density of multifidus, VA- vertebral height anterior, lamina ang—inter-laminar angle, Spine pr.—spine process inclination, M.facet Or.- mean 
facet orientation, Mspinotransverse- mean spinotransverse area, CSAbony- cross section area of bony canal VM- vertebral height middle, 
M.pedicle.H- mean pedicle height, VW- vertebral body width"
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the classifier ability to predict the target condition cor-
rectly, and the F-measure that illustrates the classifier abil-
ity to predict the target condition correctly (compared to 
ACC, it is more accurate in cases of imbalanced data set, 
since it considers both PR and SE) [35]. All reported per-
formance measures refer to the average of 100-fold Monte 
Carlo cross validation (MCCV) [36].

Results
Information concerning age, body mass index (BMI) and 
CSAs of dural sac of the studied groups is presented in 
Tables 1 and 2. No significant differences were found in the 
mean-age of the control group compared to the stenosis 

Sensitivity = TP∕(TP + FN), Specificity = TN∕(TN + FP), Precision = TP∕(TP + FP), Accuracy = (TP + TN)∕(TP + FN + TN + FP)

F−Measure = 2x(PRxSE)/(PR + SE)

group: 62.8 ± 12 (males), 62 ± 12 (females) vs. 66.2 ± 11 and 
62 ± 8, respectively (P > 0.05). Individuals in the stenosis 
group manifested higher values of BMI compared to their 
counterparts in the control group: 28.9 ± 4 (males), 31.4 ± 5 
(females) vs. 27.3 ± 4, 27.6 ± 5, respectively (P < 0.05).

The results showed that 50% to 72% of the participants 
in both groups are between the ages of 61and 90  years. 

We also found that almost half of the stenosis group 
(48%) suffered from obesity (BMI ≥ 30) compared to 28% 
in the control group. It is significant that an average of 
74% of the stenosis group at L3 and L4 levels manifested 
CSAs of the dural sac below 70  mm2 compared to 4% in 
the control group.

Due to gender dimorphism as well as hormonal or life-
style differences, we carried out the ML analysis for each 

Fig. 2 The decision tree (DT) of random forest obtained by the given variables in females. "AP- anterio-posterior bony canal, VM- vertebral height 
middle, CSAbony- cross section area of bony canal, Mlamina- mean lamina inclination, VL- vertebral body length, MCSA.ES- mean cross section area 
of erector spina muscle, VA- vertebral height anterior"
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gender separately. The DTs demonstrate the significant 
variables/features that predict the development of DLSS 
in both genders independently (Figs. 1 and 2). The results 
reveal 14 features for males as opposed to nine features 
in the female group (Figs. 1 and 2). The score averages of 
each variable that is involved in the DTs are presented in 
Table  3. The score is an indication of the importance of 
the variable in the model. The value of 0 means the vari-
able is irrelevant, while value of 1 means that is mostly 
relevant.

We found that the AP diameter of the bony canal (L5), 
density of Multifidus, anterior and/or middle vertebral 
height (L4, L5), inter-laminar angle (L5), spinous process 
inclination (L3, L4), pedicle height (L4), facet orientation 
(L2-3, L4-5), spino-transverse area and vertebral body 
width (L2) are the best predictors for DLSS development 
in males (Fig. 1). In females, those were the AP diameter 
of the bony canal (L4, L1), anterior and/or middle verte-
bral height (L3), bony CSA (L5), laminar inclination (L1, 
L2), vertebral body length (L1), and CSA of erector spi-
nae muscle (Fig. 2).

It should be noted that the AP bony diameters of L5 
and L4 (peak of the trees) in males and females are the 
variables most significantly associated with DLSS. As we 
descend from the tree root (peak) to its leaf (edge), the 

impact of these variables /features decreases; therefore, 
one can conclude that the AP bony canal diameter of L5 
in males is more significant than the facet orientation at 
L2-3 for DLSS onset (Fig. 1). We also considered the path 
from the root to the leaf as rules connected by an "and" 
relationship. In females, for example, when the "AP diam-
eter at L4 is ≤ 15.58  mm and the middle vertebral body 
height of L3 is < 28.30 mm and the lamina inclination of 
L3 < 31.03", we have 48 subjects with DLSS from the total 
of 49. On the other hand, we have also observed stenotic 
females whose AP bony canal value of L4 is greater than 
15.58 mm. This will occur with the following conditions: 
(a) the AP diameter of the bony canal of L4 > 15.58 mm, 
(b) bony canal CSA of L5 > 338.5  mm2, (c) CSA of erec-
tor spinae muscles > 1718.5  mm2 and (d) the AP diameter 
of the bony canal of L1 > 18.15 mm. We observed seven 
individuals in this situation with DLSS (N = 7) (Fig.  2). 
Additionally,the DT indicates that the impact of L4 AP 
bony canal diameter in females for developing DLSS 
is extraordinary when its values are ≤ 15.85  mm (left 
branches) rather than value of > 15.85  mm. The reason 
is that we have a greater number of "pos"/DLSS of leaf 
nodes on the left branches: 53 compared to 29 subjects 
with DLSS. This situation is also true in relation to the 
DT of males (Fig. 1).

Table 1 Data concerning age and body mass index (BMI) in the studied groups by gender

Variables Control (n = 180) Stenosis (n = 165)

Males (n = 90) Females (n = 90) Males (n = 80) Females (n = 85)

Age (%):

40–60 years 48 (n = 43) 49 (n = 44) 28 (n = 22) 41 (n = 35)

61–90 years 52 (n = 47) 50 (n = 45) 72 (n = 58) 59 (50)

 > 90 years 0 1 (n = 1) 0 0

BMI (%):

18.5—24.9 27 (n = 24) 33 (n = 30) 19 (n = 15) 11 (n = 9)

25- 29.9 50 (n = 45) 35 (n = 31) 41 (n = 33) 33 (n = 28)

 ≥ 30 23 (n = 21) 32 (n = 28) 40 (n = 32) 56 (48)

Table 2 Percentage of subjects with cross section area (CSA) of dural sac below 70  mm2, between 70–99.9  mm2 and ≥ 100  mm2 in 
the studied groups by level

Levels Control group (n = 180) Stenosis group (n = 165)

Below 70  mm2 70–99.9  mm2  ≥ 100  mm2 Below 70  mm2 70–99.9  mm2  ≥ 100  mm2

L1 0 0 100 (n = 180) 7 (n = 11) 9 (n = 15) 84 (n = 139)

L2 0 3 (n = 5) 97 (n = 175) 27 (n = 44) 23 (n = 38) 50 (n = 83)

L3 3 (n = 5) 9 (n = 16) 88 (n = 159) 61 (n = 101) 26 (n = 43) 13 (n = 21)

L4 4 (n = 7) 14 (n = 25) 82 (n = 148) 87 (n = 144) 8 (n = 13) 5 (n = 8)

L5 3 (n = 5) 14 (n = 25) 83 (n = 150) 32 (n = 53) 27 (n = 44) 41 (n = 68)
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Discussion
To the best of our knowledge, this is the first study that 
presents a predictive model for symptomatic DLSS 
using machine-learning algorithms. Furthermore, it is 
the first study utilizing big data combining comprehen-
sive parameters of the spine as well as health and demo-
graphic information.

The potential role of ML in recent years in driving per-
sonalized medicine has been well accepted. The use of ML 
in spine care and for lumbar degenerative disease is still in 
its infancy. Huber and colleagues [17], for example, have 
recently reported that texture analysis with ML offers 
highly reproducible quantitative parameters that increase 
accuracy for detecting severe lumbar spinal stenosis. ML 
algorithms indicate that fewer comorbidities with cer-
tain sociodemographic factors increased the likelihood of 
achieving minimal clinically important differences, which 
assist surgeons in determining the relevance and timing of 
surgery [37]. Others have also used ML to detect the pre-
operative predictive factors that could promote recovery 
and personalized shared decision-making [38, 39].

The outcomes of this study show that lumbar spine 
characteristics, rather than the demographic (e.g., age 

and BMI) and health data, are far more important fac-
tors that lead to development of symptomatic DLSS. Our 
results indicate that the combination of these spine fea-
tures is mandatory for the development of this phenom-
enon. For example, the presence of a sole variable such as 
decreased value of bony canal or vertebral height diam-
eter is not sufficient for DLSS development. Compared 
with conventional logistic regression analysis, the ML 
has superior advantages for revealing the most impor-
tant predictive factors for DLSS development. Therefore, 
we think that the ML technique of analyzing the effect of 
different parameters is far more comprehensive and con-
clusive than utilizing the traditional statistical analysis 
using the odds ratio. The results of DTs show that the AP 
diameter of the bony canal at L5 and L4 levels for males 
and females respectively, has the greatest impact (scores 
of 1 and 0.938) upon DLSS onset for both genders. Bony 
spinal canal dimensions (e.g., AP diameter) are deter-
mined by genetics and/or environmental factors [40]. It 
should be noted that the AP diameter of the bony canal 
(L4 and L5) combined with other spinal features lead to 
DLSS development regardless of their values. However, 
the influence of the AP diameter is greater when its val-
ues fall in the low range. This result is in agreement with 
our previous study, which reported that the AP diameter 
of the bony canal has a significant role for development of 
DLSS [8]. We believe that this result may suggest that (a) 
the current view of the AP bony canal in DLSS pathology 
should be modified and (b) this variable should be consid-
ered an essential trigger for DLSS development.

The fact that DT peaks such as the AP diameter of the 
bony canal for each gender are at different levels (L5 
vs. L4) could be explained by the study of Hay and col-
leagues (2015), which reported that the shape and curve 
of the lumbar lordosis are different between males and 
females [41].

Our results also indicate that both anterior and pos-
terior elements of lumbar vertebra as well as the para-
vertebral muscles are involved in DLSS development. 
The vertebral body length, width and height belong 
to the anterior part, whereas the pedicle height, canal 
dimensions (AP and CSA), and facets inclination share 
the posterior portion. The para vertebral muscles have 
a crucial role in maintaining the stability of the spine 
segment [42]. There is a consensus that DLSS patho-
physiology is based mainly on the spinal destructive 
and re-constructive changes [43]. We believe that lum-
bar spine variations at any part of the vertebra irre-
spective of its location, shared with the surrounding 
muscle could alter the forces trajectories upon the spi-
nal column. These forces may harm the spine segment 
instability leading eventually to three-joint complex 
degeneration and stenosis.

Table 3 Scores of the features that were involved in the DTs for 
males and females independently

AP Anteroposterior, CSA Cross section area

Gender Variable Score

Male AP L5 1

L4 Vertebral height anterior 0.496

Mean density multifidus 0.325

Inter-laminar angle L5 0.197

Spinous process inclination L3 0.202

Mean pedicle height L4 0.117

Mean facet orientation L2-3 0.125

Spino-transverse area 0.285

L4 vertebral height middle 0.113

Spinous process inclination L4 0.150

Mean facet orientation L4-5 0.292

CSA of bony canal L5 0.533

L2 vertebral width 0.261

L5 vertebral height anterior 0.398

Female AP L4 0.938

L3 vertebral height middle 0.095

CSA of bony canal L5 0.674

Mean lamina inclination L2 0.196

L1 vertebral length 0.232

CSA of erector spinae 0.242

L3 Vertebral height anterior 0.192

Mean lamina inclination L1 0.223

AP L1 0.096
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Study limitations
As this is a retrospective study, no causal relationship 
is determined. This study did not address in detail the 
pathogenesis of symptomatic DLSS. In addition, the CT 
scans were performed in supine position ignoring the 
effect of posture/or dynamic elements on radiological 
features. Further research with larger number of partici-
pants and data regarding their clinical presentation could 
be essential to improve the outcomes of ML methods in 
this field.

Conclusions
Our study showed, using the decision tree method of 
machine learning, that lumbar bony AP canal is the 
strongest feature associated with DLSS. We also indicate 
that the combination of this feature with other variables 
obtained in the RF (e.g., paraspinal muscles morphol-
ogy, vertebral body size) rather than any single variable is 
required for the onset of symptomatic DLSS. We believe 
that intervention programs or strategies that could affect 
the characteristics of the lumbar spine, such as the par-
aspinal muscles morphology and the vertebral body 
height, should be considered for the middle-age popula-
tion in order to minimize the possibility of late onset of 
DLSS.

Abbreviations
DLSS  Degenerative lumbar spinal stenosis
SPORT  Spine Patient Outcomes Research Trial
CSA  Cross-section area
ML  Machine learning
RF  Random forest
DT  Decision tree
AP  Anterior posterior
BMI  Body mass index
SE  Sensitivity
TP  True positive
SP  Specificity
TN  True negative
PR  Precision
ACC   Accuracy
FN  False negative
FP  False positive
MCCV  Monte Carlo cross validation

Acknowledgements
The authors would like to thank the Dan David Foundation, the Israel Science 
Foundation (Grant number 1397/08), and the Tassia and Dr. Joseph Meychan 
Chair for the History and Philosophy of Medicine, for funding this research. We 
also thank Mrs. Margie Serling Cohn and Mr. Chaim Cohen for their editorial 
assistance.

Authors’ contributions
AJ: conceived and designed the study, prepared the manuscript. YM: 
performed the machine-learning analysis and made the description of this 
method. HK and PN: revised and made the interpretation of data. HI: revised 
the manuscript critically for important intellectual content and supervised 
the research. All authors reviewed the manuscript. The author(s) read and 
approved the final manuscript.

Funding
The Dan David Foundation, the Tassia and Dr. Joseph Meychan Chair of History 
and Philosophy of Medicine and the Israel Science Foundation supported this 
research (ISF: 1397/08).

Availability of data and materials
The datasets generated and/or analyzed during the current study are not 
publicly available but are available from the corresponding author on reason-
able request.

Declarations

Ethics approval and consent to participate
All the participants give informed consent to participate in this study. This 
study was conducted in adherence to the Helsinki Declaration and approved 
by the Departmental Research Ethics Committee, of the Carmel Medical 
Center (0083–07-CMC).

Consent for publication
Not applicable.

Competing interests
The authors declare no competing interests.

Received: 5 December 2022   Accepted: 16 March 2023

References
 1. Arbit E, Pannullo S. Lumbar stenosis: a clinical review. Clin Orthop Rel Res. 

2001;384:137–43.
 2. Timothy RD, Jay SG, Jason EP, et al. Best Practices for Minimally Invasive 

Lumbar Spinal Stenosis Treatment 2.0 (MIST): Consensus Guidance 
from the American Society of Pain and Neuroscience (ASPN). J Pain Res. 
2022;15:1325–54 (Published online 2022 May 5).

 3. Abbas J, Hamoud K, Masharawi Y, et al. Ligamentum flavum thickness in 
normal and stenotic lumbar spines. Spine. 2010;35:1225–30.

 4. Abbas J, Hamoud K, Peleg S, May H, et al. Facet joints arthrosis in normal 
and stenotic lumbar spines. Spine. 2011;36:E1541–6.

 5. Birkmeyer NJ, Weinstein JN, Tosteson AN, et al. Design of the Spine 
patient outcomes research trial (SPORT). Spine. 2002;27(12):1361–72.

 6. Tong HC, Carson JT, Haig AJ, et al. Magnetic resonance imaging of the 
lumbar spine in asymptomatic older adults. J Back Musculoskeletal Reha-
bil. 2006;19:67–72.

 7. Abbas J, Hamoud K, May H, et al. Socioeconomic and physical charac-
teristics of individuals with degenerative lumbar spinal stenosis. Spine. 
2013;38(9):E554–61.

 8. Abbas J, Peled N, Hershkovitz I, Hamoud K. The Role of Vertebral Mor-
phometry in the Pathogenesis of Degenerative Lumbar Spinal Stenosis. 
Biomed Res Int. 2021;4(2021):7093745.

 9. Ghahramani Z. Probabilistic machine learning and artificial intelligence. 
Nature. 2015;521:452–9.

 10. Wiering M, van Otterlo M. Reinforcement Learning: State-of-the-Art. 
Heidelberg: Springer; 2012.

 11. Jordan MI, Mitchell TM. Machine learning: trends, perspectives, and 
prospects. Science. 2015;349:255–60.

 12. Panchmatia JR, Visenio MR, Panch T. The role of artificial intelligence 
in orthopaedic surgery. Br J Hosp Med (London England: 2005). 
2018;79(12):676–81. https:// doi. org/ 10. 12968/ hmed. 2018. 79. 12. 676.

 13. Ren G, Yu K, Xie Z, Wang P, et al. Current Applications of Machine Learning 
in Spine: From Clinical View. Global Spine J. 2021;10:21925682211035364. 
https:// doi. org/ 10. 1177/ 21925 68221 10353 63.

 14. Galbusera F, Casaroli G, Bassani T. Artificial intelligence and machine 
learning in spine research. JOR Spine. 2019;2(1):e1044. https:// doi. org/ 10. 
1002/ jsp2. 1044.

 15. Krzywinski M, Altman N. Classification and regression trees. Nat Methods. 
2017;14(8):757–8. https:// doi. org/ 10. 1038/ nmeth. 4370.

https://doi.org/10.12968/hmed.2018.79.12.676
https://doi.org/10.1177/21925682211035363
https://doi.org/10.1002/jsp2.1044
https://doi.org/10.1002/jsp2.1044
https://doi.org/10.1038/nmeth.4370


Page 8 of 8Abbas et al. BMC Musculoskeletal Disorders          (2023) 24:218 

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

 16. Zeeshan A, Khalid M, Saman Z, XinQi D. Artificial intelligence with multi- 
Functional machine learning platform development for better healthcare 
and precision medicine. Database (Oxford). 2020;2020:baaa010.

 17. Huber FA, Stutz S, Martini IV, Mannil M, et al. Qualitative versus quantita-
tive lumbar spinal stenosis grading by machine learning supported 
texture analysis-Experience from the LSOS study cohort. Eur J Radiol. 
2019;114:45–50.

 18. Khan O, Badhiwala JH, Wilson JRF, Jiang F, Martin AR, Fehlings MG. Predic-
tive modeling of outcomes after traumatic and nontraumatic spinal cord 
injury using machine learning: review of current progress and future 
directions. Neurospine. 2019;16:678–85.

 19. Tetreault LA, Cote P, Kopjar B, et al. A clinical prediction model to assess 
surgical outcome in patients with cervical spondylotic myelopathy: 
internal and external validations using the prospective multicenter AOS-
pine North American and international datasets of 743 patients. Spine J. 
2015;15:388–97.

 20. Wilson JR, Grossman RG, Frankowski RF, et al. A clinical prediction 
model for long- term functional outcome after traumatic spinal cord 
injury based on acute clinical and imaging factors. J Neurotrauma. 
2012;29:2263–71.

 21. Curtis JR, Luijtens K, Kavanaugh A. Predicting future response to certoli-
zumab pegol in rheumatoid arthritis patients: features at 12 weeks asso-
ciated with low disease activity at 1 year. Arthritis Care Res (Hoboken). 
2012;64:658–67.

 22. Zhou SM, Fernandez-Gutierrez F, Kennedy J, et al. Defining disease phe-
notypes in primary care electronic health records by a machine learning 
approach: a case study in identifying rheumatoid arthritis. PLoS ONE. 
2016;11:e0154515.

 23. Orange DE, Agius P, DiCarlo EF, et al. Identification of three rheumatoid 
arthritis disease subtypes by machine learning integration of synovial 
histologic features and RNA sequencing data. Arthritis Rheumatol. 
2018;70:690–701.

 24. Lin C, Karlson EW, Canhao H, et al. Automatic prediction of rheumatoid 
arthritis disease activity from the electronic medical records. PLoS ONE. 
2013;8:e69932.

 25. Luo W, Phung D, Tran T, et al. Guidelines for developing and reporting 
machine learning predictive models in biomedical research: a multidisci-
plinary view. J Med Internet Res. 2016;18:e323.

 26. Obermeyer Z, Emanuel EJ. Predicting the future—big data, machine 
learning, and clinical medicine. N Eng J Med. 2016;375(13):1216–9.

 27. Abbas J, Peled N, Hershkovitz I, Hamoud K. Facet Tropism and Orienta-
tion: Risk Factors for Degenerative Lumbar Spinal Stenosis. Biomed Res 
Int. 2020;29(2020):2453503.

 28. Abbas J, Peled N, Hershkovitz I, Hamoud K. Pedicle Morphometry Varia-
tions in Individuals with Degenerative Lumbar Spinal Stenosis. Biomed 
Res Int. 2020;21(2020):7125914.

 29. Abbas J, Peled N, Hershkovitz I, Hamoud K. Spinous Process Inclination 
in Degenerative Lumbar Spinal Stenosis Individuals. Biomed Res Int. 
2020;15(2020):8875217.

 30. Abbas J, Hamoud K, Peled N, Hershkovitz I. Lumbar Schmorl’s Nodes and 
Their Correlation with Spine Configuration and Degeneration. Biomed 
Res Int. 2018;7(2018):1574020.

 31. Abbas J, Slon V, Stein D, Peled N, et al. In the quest for degenerative lum-
bar spinal stenosis etiology: The Schmorl’s nodes model. BMC Musculo-
skelet Disord. 2017;18(1):164.

 32. Abbas J, Slon V, May H, Peled N, et al. Paraspinal muscles density: a marker 
for degenerative lumbar spinal stenosis? BMC Musculoskelet Disord. 
2016;17(1):422.

 33. Abbas J, Peled N, Hershkovitz I, Hamoud K. Is Lumbosacral Transitional 
Vertebra Associated with Degenerative Lumbar Spinal Stenosis? Biomed 
Res Int. 2019;10(2019):3871819.

 34. Breiman L. Random forests. Mach Learn. 2001;45(5–32):36.
 35. Yousef M, Showe LC, Ben SI. Clinical presentation of COVID-19 – a 

model derived by a machine learning algorithm. J Integr Bioinform. 
2021;18(1):3–8.

 36. Picard RR, Cook RD. Cross-validation of regression models. J Am Stat 
Assoc. 1984;79:575–83.

 37. Karhade AV, Fogel HA, Cha TD, et al. Development of prediction models 
for clinically meaningful improvement in PROMIS scores after lumbar 
decompression. Spine J. 2020;21(3):397–404.

 38. Siccoli A, de Wispelaere MP, Schro¨der ML, Staartjes VE. Machine learn-
ing- based preoperative predictive analytics for lumbar spinal stenosis. 
Neurosurg Focus. 2019;46(5):E5.

 39. Andr´e A, Peyrou B, Carpentier A, Vignaux JJ. Feasibility and assessment 
of a machine learning-based predictive model of outcome after lumbar 
decompression surgery. Global Spine J. 2020:2192568220969373.

 40. Schizas C, Schmit A, Schizas A, Becce F, et al. Secular changes of spinal 
canal dimensions in Western Switzerland: a narrowing epidemic? Spine. 
2014;39(17):1339–44.

 41. Hay O, Dar G, Abbas J, Stein D, et al. The Lumbar Lordosis in Males and 
Females, Revisited. PLoS ONE. 2015;10(8):e0133685.

 42. Chen YY, Pao JL, Liaw CK, Hsu WL, Yang RS. Image changes of paraspinal 
muscles and clinical correlations in patients with unilateral lumbar spinal 
stenosis. Eur Spine J. 2014;23(5):999–1006.

 43. Issack PS, Cunningham ME, Pumberger M, et al. Degenerative lumbar 
spinal stenosis: evaluation and management. J Am Acad Orthop Surg. 
2012;20(8):527–35.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.


	Predictive factors for degenerative lumbar spinal stenosis: a model obtained from a machine learning algorithm technique
	Abstract 
	Background 
	Methods 
	Results 
	Conclusions 

	Introduction
	Materials and methods
	Study design and participants
	Statistical analyses
	Supervised machine learning analysis

	Results
	Discussion
	Study limitations

	Conclusions
	Acknowledgements
	References


